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Welcome to Lecture 1 of Module 3, the first of four lectures that look at the applications of 
artificial intelligence.   This lecture focusses on applications in medicine.  In the three 
lectures that follow, we will look at applications in robotics, for the web and social media, 
and in sports. In a different micro course – AIML02 – we will look at applications of AI and 
machine learning specifically in Africa. 
 
In this lecture, we look briefly at the early GOFAI expert systems, such as the MYCIN for 
infectious diseases and DENDRAL on discovery of chemical compounds. We will then 
highlight the impact of machine learning, and its focus on learning from data, which has led 
to a resurgence of the development of medicine AI systems. We look in particular at the 
impact of deep learning on areas such as image-based cancer detection and diagnosis and 
protein folding. We then identify the significant technological and ethical challenges posed 
by the application of AI in medicine, such as the need for systems that can explain their 
results. We will finish up by summarizing what we have covered and identifying the articles 
that you should read to consolidate what you have learned. 
 
We have three learning objectives, so that, after studying the material covered in this 
lecture, you should be able to do the following. 
  
1. Identify several applications of AI in the fields of medicine, biochemistry, and genomics. 
 
2. Identify the dominant AI and machine learning techniques used in these applications. 
 
3. Discuss the technical and ethical challenges posed by deploying artificial intelligence in 

these fields. 
 

  



Slide 1 Welcome to Lecture 1 of Module 3, the first of four lectures that look at the 
applications of artificial intelligence.   This lecture focusses on applications in 
medicine.  

 
 In the three lectures that follow, we will look at applications in robotics, for the 

web and social media, and in sports. 
 
 In a different micro course – AIML02 – we will look at applications of AI and 

machine learning specifically in Africa. 
 
 
Slide 2 DENDRAL is considered to be the first expert system to be applied to a real-

world problem. 
 
 Recall from Lecture AIML01-02-01 that an expert system is a program that 

represents the knowledge of the human expert in a specific domain,  
 
 using a set of IF-THEN production rules to encode knowledge and draw 

inferences or conclusions,  
 
 and to offer advice to non-experts or to provide solutions to experts. 
 
 The primary aim of DENDRAL was to study the formation of hypotheses, and 

specifically to identify unknown organic molecules using the knowledge of 
expert organic chemists. 

 
 Work on DENDRAL began in 1965 by Edward Feigenbaum, Bruce G. Buchanan, 

Joshua Lederberg, and Carl Djerassi at Stanford University. 
 
 DENDRAL was written in the Lisp programming language. 
 
 Many systems were derived from DENDRAL, including MYCIN. 
 
  



Slide 3 MYCIN was the first rule-based expert system for medical diagnosis. 
 
 It was designed to assist physicians by recommending treatments for infectious 

diseases.   
 
 It could identify the bacteria that cause blood infections and other serious 

infections such as meningitis and then identify the correct antibiotics for that 
infection and the proper dosage. 

 
 It encoded the therapeutic decision rules that physicians found useful in their 

clinical practice, sometimes referred to has heuristics. 
 
 Work on MYCIN began in 1972 by Edward Shortliffe at Stanford University. 
 
 
Slide 4 More recently, the advent of machine learning, with its focus on learning from 

data, has led to a resurgence of the development of medical AI systems.  
 
 These systems range through  
 
 the use of deep learning for diagnosis using clinical images,  
 the analysis of electronic health records and medical sensor data,   
 modelling genomics, and 
 understanding protein structure.  
 
 
Slide 5 These machine learning systems use a variety of deep learning architectures  
 
 CNN: convolutional neural network  
 RNN: recurrent neural network 
 LSTM: long short-term memory 
 GRU: gated recurrent units 
 RBM: restricted Boltzmann machine 
 AE: autoencoder 
 
 We met many of these earlier in the course in Lecture AIML01-02-02. 
 
 
  



Slide 6 Example applications include 
 
 Prediction of Alzheimer’s disease 
 Diagnosis of breast nodules  
 Classification of skin cancer 
 Prediction of heart failure  
 Prediction of pulmonary disease 
 Prediction of future clinical events  
 Prediction of suicide risk 
 Classification of cancer 
 
 Miotto et al. (2018) survey 32 different medical applications that use deep 

learning.  You can find the reference at in the Readings at the end of the lecture. 
 
 
Slide 7 Deep learning methods have been widely used for image-based cancer 

detection and diagnosis 
 
 Breast cancer  
 Lung cancer 
 Skin cancer  
 Prostate cancer  
 Brain cancer 
 Colorectal cancer 
 Other types of cancer, e.g., cervical, urinary tract, liver cancer. 
 
 Hu et al. survey 76 applications. Again, you can find the reference at in the 

Readings at the end of the lecture. 
 
 
Slide 8 These cancer detection and diagnosis systems mainly use convolutional neural 

networks (CNNs) as well as a variety of other architectures 
 
 CNN (63), FCN (6), SSAE (6), DBN (4) 
 
 Here, the bracketed numbers denote the instances of the model in the survey by 

Hu et al. (2018) 
 
 A FCN is a fully convolutional network, a variant of a CNN which can perform 

pixel-wise classification 
 
 A SSAE is a stacked sparse autoencoder which  can learn rich feature 

representations  of the data 
 
 And a DBN is a deep belief network, a probabilistic generative model which is 

constructed with a stack of restricted Boltzmann machines. 
 



 
Slide 9 For example, a GoogleNet Inception v3 CNN architecture was used for skin 

cancer diagnosis by Esteva and colleagues. 
 
 
Slide 10 The performance in classifying biopsy-proven clinical images is similar to that of 

21 board-certified dermatologists.  
 
 The CNN was pre-trained on approximately 1.28 million images, with 1,000 

object categories, from the 2014 ImageNet Large Scale Visual Recognition 
Challenge,  

 
 and then trained using transfer learning on the skin cancer dataset of 129,450 

images  with 757 disease classes. 
 
 For a more detailed explanation, see the paper by Esteva et al. (2017). 
 
 
Slide 11 The next application we look at is protein folding. 
 
 "Proteins are essential to life, supporting practically all its functions.  
 They are large complex molecules, made up of chains of amino acids, and what a 

protein does largely depends on its unique 3D structure.  
 
 Figuring out what shapes proteins fold into is known as the “protein folding 

problem”, and has stood as a grand challenge in biology for the past 50 years" 
 
 
Slide 12 "Many of the world’s greatest challenges, like developing treatments for 

diseases or finding enzymes that break down industrial waste, are 
fundamentally tied to proteins and the role they play. 

 
 
Slide 13 A recent landmark achievement in medicine and biochemistry is the AlphaFold 

AI model for protein folding.  
 
 It was developed by Google DeepMind and was the winner in 2020 of the 

biennial Critical Assessment of protein Structure Prediction (CASP) competition.  
 
 It is extremely difficult to predict protein structure but AlphaFold achieved a 

performance similar to the results from experimental methods. 
 
 
  
  



Slide 14 Protein sequences derived from DNA sequencing are aligned to generate a 
multiple sequence alignment (MSA). 

 
 A deep neural network is trained to make accurate predictions about the 

structure of the protein given its sequence, constructing a learned, protein-
specific potential.  

 
 The neural network predictions include backbone torsion angles and pairwise 

distances between amino acid residues. 
 
 The structure itself accurately predicted by minimizing the potential by gradient 

descent. 
 
 
Slide 15 AlphaFold2 wins CASP14 in 2020 by a huge margin and is recognized as the 

solution to a 50-year-old grand challenge in biology. 
 
 
Slide 16 AlphaFold2 uses a different approach to AlphaFold1 
 
 Using attention-based deep neural networks, referred to as transformers, to 

interpret the structure of the spatial graphs used to represent the proteins  
  
  
Slide 17 We turn now to consider the technological and ethical challenges of using AI in 

medicine. 
 
 Medical AI applications present significant technological and ethical challenges.  
 
 One key issue is the reliance on the quality and variety of the training data. 
 
 This poses a challenge because healthcare datasets typically are sparse, noisy, 

heterogeneous, and time-dependent.  
 
  
Slide 18 New methods and tools are needed to enable interactive machine learning to 

interface with healthcare information workflows, keeping the human in the 
loop. 

 
 
Slide 19 Humans are typically involved in supervised and semi-supervised learning, 

providing labels for training data sets or selecting features 
 
 However, in the human-in-the-loop approach, humans are not only involved in 

pre-processing, by selecting data or features, but also during the learning phase, 
directly interacting with the algorithm. 

 



 
Slide 20 There are also important ethical considerations.  
 
 One is for example the need for explainable systems so that clinicians (both 

novice and expert doctors) can access causal explanations of the AI system’s 
decision-making process.  

 
 We return to this issue in a later course dedicated to trustworthy, explainable AI. 
. 
  



To summarize: 
 
1. Early AI solutions, called expert systems, had the goal from the beginning of being 

comprehensible, understandable, and thus explainable because they encoded the 
therapeutic decision rules that physicians found useful in their clinical practice. 
 

2. Unfortunately, they had limited success, leading to the AI Winter in the 1980s. 
 

3. The advent of machine learning, in particular statistical data-driven machine learning 
and deep neural networks heralded the present AI Summer and has yielded many 
breakthroughs and successful applications of AI in medicine. 
 

4. They also bring challenges, both technological and ethical, regarding their integration in 
human-centred processes and their ability to provide explainable solutions. 
 

 We will study these issues in more detail in later courses. 
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Hu, Z., Tang, J., Wang, Z., Zhang, K., Zhang, L., Sun, Q. (2018). Deep learning for image-based 
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